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Abstract² This research work is aimed to develop 

autonomous bio-monitoring mobile robots, which are capable of 

WUDFNLQJ� DQG� PHDVXULQJ� SDWLHQWV¶� PRWLRQV�� UHFRJQL]LQJ� WKH�

SDWLHQWV¶� EHKDYLRU� EDVHG� RQ� REVHUYDWLRQ� GDWD�� DQG� SURYLGLQJ�

calling for medical personnel in emergency situations in home 

environment. The robots to be developed will bring about 

cost-effective, safe and easier at-home rehabilitation to most 

motor-function impaired patients (MIPs). In our previous 

research, a full framework was established towards this 

research goal. In this research, we aimed at improving the 

human activity recognition by using contour data of the tracked 

human subject extracted from the depth images as the signal 

source, instead of the lower limb joint angle data used in the 

previous research, which are more likely to be affected by the 

motion of the robot and human subjects. Several geometric 

parameters, such as, the ratio of height to weight of the tracked 

human subject, and distance (pixels) between centroid points of 

upper and lower parts of human body, were calculated from the 

contour data, and used as the features for the activity 

recognition. A Hidden Markov Model (HMM) is employed to 

classify different human activities from the features. 

Experimental results showed that the human activity 

recognition could be achieved with a high correct rate. 

I. INTRODUCTION 

Recently, due to increasing elderly, the improvement of 

medical treatment and prevention of lifestyle diseases, home 

healthcare is more on demand. The aim of the home 

healthcare is to reduce hospital admissions and to make it 

possible for people to do rehabilitation exercise at home. 

Human motor function impairments are empirically observed 

from human motions and gait movements. 

Human motion, such as gait, is usually measured by using 

motion capture systems. However, motion capture systems 

are costly and only effective in limited areas, thus not suitable 

for at-home monitoring. In this research, instead of the 

motion capture system that needs multiple cameras installed 

at fixed location, one camera used as a vision of the mobile 

robot was used to recognize the human activities. This 

requires the robot to track the human subject appropriately, 

and observe and analyze human activities.  

Our research objective is to develop autonomous mobile 

home healthcare and rehabilitation robots for motor-function 
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impaired patients (MIPs). The robot to be developed should 

EH� DEOH� WR� WUDFN� SDWLHQWV¶� PRWLRQ�� DFFXUDWHO\� measure and 

UHFRJQL]H�SDWLHQWV¶�DFWLYLWLHV�LQ�home environment.  

In our previous study [1], [2], we used a mobile robot 

equipped with a Kinect sensor, which contains a RGB 

camera, a depth sensor with an infrared emitter, and 

multi-array microphones. From robot vision using the Kinect 

sensor, the mobile robot was controlled to track patients, and 

SDWLHQW¶V� DFWLYLWies were analyzed using the RGB-D images 

from the Kinect sensor [1], [2]. In [5], [6], depth cameras 

were used for indoor localization and navigation. However, 

the precise human measurement by a mobile robot, as well as 

activity recognition using measured data from a mobile robot 

has not been sufficiently studied. In our previous study [1], 

human lower limb joints (hips and knees) and trunk measured 

by the mobile robot were used to recognize human activities 

(standing, sitting, walking, impaired walking and falling 

down). However, the depth image data, and joint angle data 

extracted from the RGB-D image data, were unavoidably 

influenced by the motion of human subject, and the robot 

itself. Although the influence could be reduced by finding a 

better viewpoint for the robot, and improving the stability of 

robot motion, it is still difficult for the joint data measured by 

the mobile robot to be the ideal signal source for activity 

recognition. In order to get accurate joints angle, we used 

several color markers attached to lower limb joints, i.e., hips, 

knees and ankles joints. But color markers attached to joints 

could be inconvenient for subject in daily life.  

That is the reason why, this study is aimed to enhance the 

human activity recognition by using different source data 

such as the contour data of the tracked human subject 

extracted from the depth images of the Kinect sensor located 

at the bio-monitoring mobile robot. 

This study deals with the human activities (standing, sitting, 

bending, walking and lying down) recognition by using 

several geometric parameters calculated from the contour 

data of the tracked human subject, such as the ratio of height 

to weight of the tracked human subject, and distance (pixels) 

between centroid points of upper and lower parts of human 

body, while removing the color markers attached to lower 

limb joints. Hidden Markov Model (HMM) based human 

activity recognition taking the contour data of the tracked 

human subject extracted from depth image of Kinect sensor 

as input was proposed.  

II. RELATED WORK 

There are many research works related to mobile robot 

tracking and following a subject [3-6]. They basically focused 

on only tracking and following the subject, and not for 
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bio-monitoring patients. There is not any application of 

bio-monitoring mobile home healthcare system. There have 

been many research works related to human activities 

recognition and interpretation [7-16]. Most of them are using 

image processing techniques, such as binary image 

extraction, gait energy image, and so on. These studies have 

some limitations, such as, offline recognition, the camera is 

fixed and vision area is limited. Fixed and static video 

cameras used are recorded image sequences, and image 

processing procedures are followed by at first took 

background image capture, and then extracted human body 

from captured image sequences by subtracting the 

background image from image sequences. These studies are 

not suitable for dynamic environment and in real time. This 

study is aimed to bring human activity recognition system at 

any dynamic environment and in real time by dealing with the 

contour data of the tracked human subject extracted from the 

depth image of the Kinect sensor.  

III. FRAMEWORK OF HUMAN ACTIVITY RECOGNITION 

This study is aimed to overcome some weak points of our 

previous study [1], [2], such as influences of human motion 

and robot to lower limb joints angle, and using many color 

markers attached to joints. In this study, we extracted the 

contour data of the tracked human subject extracted from only 

the depth image to recognize human activities.  

Fig. 1 shows a framework of human activity recognition from 

depth image of the Kinect sensor. 

We can get two kinds of images from the Kinect sensor, such 

as RGB image and depth image shown in Fig. 1. In this study, 

we used only depth image for getting human motion 

information data.  Image processing and activity recognition 

procedure of our framework are explained in the following 

sections. 

 
Fig. 1.  A framework of human activity recognition from depth image of the 

Kinect sensor. 

A. Image processing 

In our image processing technique, we first extracted binary 

image, which includes the contour data of the tracked human 

subject extracted from the depth image captured from the 

Kinect sensor located at the bio-monitoring mobile robot. In 

binary image extraction, in order to extract the contour data of 

the tracked human from the depth image, we used likelihood 

data of human body shape, then used some image processing 

functions, such as filtering function for removing noises, 

image gap filling, extracting blobs from the binary image, and 

so on. 

In order to get several geometric parameters from the contour 

data of the tracked human subject, we calculated the 

following data from the binary image represents the contour 

of the tracked human body. 

1) Ratio of height to weight of the contour data of the 

tracked human subject 

2) Centroid points of upper part (one of third of human 

body shape) and lower part (one of third of human body 

shape)  

3)  Distance (pixels) between centroid points of upper 

part and lower part  

Fig.2 shows the method of finding some geometric 

parameters such as, the weight and the height of the contour 

data of the tracked human subject activities used in this study. 

 
Fig. 2.  Finding height (h) and weight (w) (red boxed area), and distance 

(pixels) between the centroid points of upper (green boxed area) and lower 

(blue boxed area) parts of binary image expresses the contour data of human 

body from side viewpoint 

 

In Fig.2, w refers the weight of the contour of human body, h 

refers the height of human body shape, and d refers the 

distance (pixels) of these two centroid points. From this data, 

we found the ratio (h/w) of height to weight of the contour of 

human body in further usage of human activity recognition. 

The ratio of height to weight  of the contour data of human 

body was enough to distinguish some human activities 

(standing, walking and lying down) used in this paper, but it 

was sometimes not enough to distinguish between sitting and 

bending type 2 activities. In order to differentiate these two 

human activities from each other, from the contour data of 

human body we extracted the centroid points of the upper part 

(green boxed area) and the lower part (blue boxed area) of the 

contour data of human body shown in Fig.2. Then, we 

calculated the distance (pixels) of these two centroid points, 

denoted by d.   

B.  Hidden Markov Models 

Hidden Markov Model is a statistical model, in which the 

system processed is considered as a Markov process having 

unknown parameters. The application of Hidden Markov 

Model is to detect the sequence of states using observable 

data. We assumed that human activity could be expressed by 

five different states (S1-Standing, S2-Walking, S3-Sitting, 

S4-Bending (two kinds of bending activities shown in Fig. 4g, 

i) and S5-Lying down).  
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The HMM in this study was characterized by the 

following parameters. 

¾ The number of states of the model, N=5 

¾ The number of distinct observation symbols per state, 

M=7, quantization data of the ratio of height to weight  

of human body shape, and quantization data of 

difference distance (pixels) between the centroid points 

of upper and lower parts of human body shape 

¾ The state transition probability distribution A={aij} 

  )|( 1 itjtij SqSqPa    
�

 

¾ The observation symbol probability distribution in state 

j;            )|()( jtkj SqtatVPkb    

where },...,,{ 21 MvvvV  are distinct observation symbols. 

¾ The initial state distribution: )( 1 ii SqP   S   

¾ The model parameters notation:  ),,( SO BA  

C. Data preprocessing  

Once, we calculated several geometric parameters from the 

contour of the tracked human subject, such as the ratio of 

height to weight of the contour of human body and the 

distance (pixels) between centroid points of upper and lower 

parts of the contour of human body from binary image, we 

preprocessed it for further analysis.   
Before the process of HMM, several geometric parameters 

(the ratio of height to weight of the contour of human body and 
the distance (pixels) between centroid points of the upper and 
the lower parts of the contour of human body) of the counter of 
the tracked human subject were quantized by a set of threshold 
values to several discrete levels shown in Table I. The 
threshold value set was determined by trial-and-error. 

TABLE I. QUANTIZATION OF ANGLE DATA 

Name of Data Threshold value 
Quantization 

level 

Ratio of height to weight of  

the contour of human body  

>2.75 1 

2-2.75 2 

1.6-2 3 

0.8-1.6 4 

<0.8 5 

Distance (pixels) between 

centroid points of upper and 

lower parts of human body 

>30 6 

<30 7 

We created two kinds of datasets from experiment data of 

each subject, such as, training dataset consisted of 3-5 

seconds duration data from each activities, another dataset is 

test dataset, which consisted of remaining datasets. 

IV. EXPERIMENTAL RESULTS 

In the human activity recognition experiment, 3 subjects (1 

female and 2 male) were recruited. The objective and 

procedure were explained, with informed consent signed, 

before the experiment. The subjects were asked to do the 

following activities: walking with their normal speed, 

standing up, sitting down, bending type 1, bending type 2, and 

lying down. The sequence of the activities made a trial, 

forming a data set. Each subject was required to perform 

activities individually shown in Table II. In addition, each 

subject was asked to perform whole dynamic sequential 

activities consist of all activities.  

According to our framework of human activity 

recognition from depth image of the Kinect sensor, human 

body shape information data, such as the ratio of height to 

weight  of human body shape, and difference distance 

between centroid points of upper and lower parts of human 

body shape, were calculated and preprocessed for human 

activity recognition by using Hidden Markov Models.   

 
TABLE II. EXPERIMENT ACTIVITIES AND ITS DURATION  

Activities Walking Standing Sitting Bending Lying 

down 

Experiment 

activity duration 

of each subject, 

and number of 

trials 

10 sec 

5 trials  

5 sec  

9 trials 

5 sec 

9 trials 

5 sec 

18 trials 

3 sec 

9 trials 

HMM were built from one sequence of human body shape 

information data consisted of all states data. Different 

sequences of human body shape information data were 

performed to recognize the gait gesture using HMM and to 

find the most likely decoded paths (Viterbi paths).  

For each subject, one data set was selected as training data 

set for estimating the model parameters, i.e., the state 

transition probability distribution, the observation symbol 

probability distribution and the initial state distribution. Then, 

we tested the model, with the other data sets, and calculated a 

correct recognition rate. 

Fig. 3 shows one data set of individual activities and 

recognition results. Note, the sequence of the movement that 

the subjects were required to perform is: Walking (S2) ±

standing (S1) ±sitting (S3) ±standing (S1) ±walking (S2) ±

bending type 1 (S4) ±standing (S1) ±bending type 2 (S4) ±

standing (S1)- lying down (S5), expressed as 

2-1-3-1-2-4-1-4-1-5. 

 
Fig. 3.  Human activity recognition results. y axis is: a) ratio of height to 

weight of the contour of human subject b) quantized data of ratio c) distance 

between centroid points of upper and lower parts of the contour of human 

body, d) quantized data of c, e) recognized states/most likely decoded states 

(Viterbi paths), x axis is time (2nd VXEMHFW¶V�GDWD�� 

In Fig.3, y axis represents: a) ratio of height to weight of 

the contour of the tracked human subject b) quantized data of 

ratio c) difference between centroid points of upper and lower 

parts of the contour of human body, d) quantized data of c, e) 

recognized states/most likely decoded states (Viterbi paths), x 
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D[LV�LV�WLPH���QG�VXEMHFW¶V�GDWD). From Fig.3 (e), we could see 

that recognized states are 2-1-3-1-2-4-1-4-1-5, which means 

almost all the states were correctly recognized. The correct 

rate of this case is 97.13%. 

 Table III shows the summarized results of the correct rate 

of human activity states of all subjects' data. 

From Table III, we could see that states S1 and S5 (standing 

and lying down) were recognized by 100%, because human 

body shape information data of these states were stable and 

distinguishable from other states data. Walking state (S2) and 

sitting states (S3) were recognized by 97.0-99.0%. Miss 

recognition of slow walking is sometimes recognized by 

standing states, and also miss recognition of sitting is 

recognized by bending type 2. Another reason for miss 

recognition of states was occurred at transition from one state 

to another state. Overall correct rate of our human activity 

recognition process from Table III is 98.6-99.4%. 

 
TABLE III. CORRECT RATE  

Subject Correct  

Rate S1 

Correct  

Rate S2 

Correct  

Rate S3 

Correct   

Rate S4 

Correct  

Rate S5 

Overall 

1 100.0 97.0 97.0 99.0 100 98.6 

2 100.0 99.0 98.5 99.5 100 99.4 

3 100.0 98.5 98 99.0 100 99.1 

AVG 

STDEV 

100.0 

0 

98.2 

1.04 

97.3 

0.76 

99.2 

0.28 

100 

0 

99.1 

0.40 

 

It shows that our proposed human activity recognition 

process has high accuracy to represent right human activity, 

because it has mainly two reasons: first one is that we applied 

HMM, and another one is that our selection of several 

geometric parameters of human body is enough to represent 

human activities. 

There have been many research works [7-16] of human 

activity and gait behavior recognition, and human 

identification through gait gesture using image processing 

techniques and attached some sensors to human. But they had 

some limitations, such as, offline recognition, cameras used 

are fixed at certain places, not dynamic, and so on. 

Human activity recognition process applied on the 

expressible geometric parameters of the contour of the 

tracked human subject is the most important part of 

bio-monitoring mobile robot in home environment.  

V. CONCLUDING REMARKS AND FUTURE WORK 

We have developed algorithms for calculating several 

geometric parameters from the contour data of the tracked 

human subject extracted from the depth image of the Kinect 

sensor, vision for a mobile robot. Finally, we proposed a 

framework of human activity recognition from side viewpoint 

tracking by applying HMM based on preprocessed geometric 

parameters such as, the ratio of height to weight of the 

contour of the tracked human body and distance (pixels) 

between the centroid points of the upper and the lower parts 

of the contour data without any attached sensors and color 

markers to human body. This study is proposed human 

activity recognition by using the contour data of the tracked 

human subject instead of lower limb joints angle used in our 

previous study, that it helps not to use of the color markers 

attached to human lower limb joints. Applying HMM for the 

geometric parameters could achieve high accuracy, due to the 

fact that the contour data of the tracked human body 

expresses the complete information about human activities 

used in this study. Our proposed method brings the high rate 

of recognition of human activity and is effective in home 

environment and in real time. 

In future, we will develop our own skeleton point extraction 

algorithm from the depth image. 
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