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Abstract: Cystoscopes are devices allowing the obser-
vation of internal walls of a bladder. However, their
field–of–view is reduced and the clinician can only ob-
serve a little part of the zone of interest. A panoramic
representation of an area under a cystoscopic exam
could represent a visual support to the clinician. This
could help in the localization of eventual lesions and
in the application of subsequent exams. And if this
panoramic view could be constructed in a fast enough
way, it would allow the clinician to evaluate the zone
of interest while the patient is still under examination.
This work describes the methodology involved in the
automatic and efficient construction of panoramic
views from sequences of images taken from a cysto-
scopic clinical exam. The proposed solution is divided
into three parts. The first part is the preprocessing of
input images. The second stage is an efficient image
registration algorithm to find projective transforma-
tions between adjacent pairs of images. The last part
is a stitching procedure that applies transformations
found in the second stage to the sequence of images
to form a panoramic view of the observed zone. Vi-
sual results and timing for registration and stitching
processes are presented for three image sequences. Fi-
nally, a quantitative evaluation of the construction of
a panoramic view is given.

Introduction

Cystoscopy is a clinical standard exam using a thin,
lighted instrument (called a cystoscope) inserted into the
urethra, allowing the observation of internal walls of the
bladder. Cystoscopes can generate and store image se-
quences in the form of a video. However, the distance
from the cystoscope to the walls of the bladder allows
the clinician to observe only a reduced part of the investi-
gated tissue area. A panoramic representation of an area
under a cystoscopic procedure could represent an innova-
tive visual support in the localization of eventual lesions
and post–operative observations, and could be used as a
guide in the application of subsequent exams. Moreover,
the construction of these panoramas in a fast enough way,
would allow the clinician to evaluate the zone of interest
while the patient is still under examination.
The use of image mosaicing techniques to obtain a wide
field–of–view (FOV) image of a scene is very popular. It

authorizes an increase of the FOV while it preserves spa-
tial resolution. It consists in extracting images as a cam-
era moves, finding geometric transformations between
images and finally, stitching them to form a larger im-
age. Examples of applications of image mosaicing are
found in consumer photography[1][2] as well as in dif-
ferent scientific disciplines [3][4][5][6]. In medicine, it
has been used successfully in ophthalmology [7][8] and
ultrasonics [9] but none in endoscopy.
This work describes the methodology involved in the au-
tomatic and efficient construction of panoramic views
from sequences of images taken from a cystoscopic
video. The used sequences were acquired with an un-
calibrated cystoscope in a routinary clinical exam. The
panoramic–view construction process starts with an im-
age adaptation step that consists in a band–pass filter-
ing. Registration of the filtered images is performed us-
ing Fourier techniques and minimization of intensity dif-
ference between images. Finally, panoramic views are
built and visual rendering improved by the application
of a weighted average function over overlapping pixels.
Visual and timing results are showed for three image se-
quences as well as a quantitative evaluation of the error
in the construction of a panoramic view of a test image
sequence.

Materials and Methods

Three panoramic views were constructed from three im-
age sequences containing 80, 162 and 193 images that
were extracted from a cystoscopy video. This video was
acquired during a standard clinical exam of human blad-
der. The duration of the sequences varies from 16 s to
20 s. Images in sequences were extracted by considering
a minimal overlapping of 70%.
Mosaicing algorithm: Raw images cannot be directly
used in the registration process. The sequences of im-
ages were band–pass filtered using a pyramidal frame-
work to eliminate illumination inhomogeneities and to re-
duce blurring caused by the movement of internal walls
of the bladder and the fast displacements of the cysto-
scopic tip. A first filtered image was produced using a
three–level Gaussian pyramid. At the same time, a sec-
ond image was obtained by applying a four–level Gaus-
sian pyramid. Then, these images were subtracted to pro-
duce a band–pass filtered image. A central square of 256
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 x 256 pixels was taken as region of interest (ROI) in every
image to reduce effects caused by a weak radial distortion
(not corrected in this case).
These preprocessed images can now be used in the regis-
tration procedure. The first step in registration, is the ap-
plication of the well known phase correlation registration
algorithm [10]. This algorithm is based on the fact that a
displacement in the spatial domain corresponds to a lin-
ear change in the the Fourier domain, as indicated by the
shift property of the Fourier transform. This is, if an im-
ageI0(x), wherex = (x,y)T , differ only by a translation
x0 = (x0,y0)

T from imageI1(x) [i.e., I1(x) = I0(x−x0)],
their Fourier transform, denoted byF0(u) and F1(u),
whereu = (u,v)T , are related by:

F1(u) = e− j2π(u·x0)F0(u). (1)

Computing the correlation function between Fourier
transforms, we have

R(u) =
F0(u)F∗

1 (u)

|F0(u)||F1(u)|
, (2)

where∗ denotes the complex conjugate.
By taking the inverse Fourier transform ofR we obtain a
function whose peak value indicates the pixel translation
in the spatial domain [11]. This would be:

r(x) = δ (x−x0). (3)

This method delivers, in a fast way, a first approach of
the translation parameters values between images at pixel
level.
But translation is not the only transformation found in a
cystoscopic sequence. Discarding radial distortion in im-
ages and considering the degrees of freedom of the cys-
toscope, a projective transformation model was chosen
as the more appropriate model to register adjacent im-
ages in the sequence. The displacement obtained by the
phase correlation algorithm was used to initialize an itera-
tive process to find the projective transformations, at sub–
pixel level, between each adjacent pair of images. The it-
erative process is based on the efficient inverse composite
registration algorithm developed in [12]. This algorithm
is a generalization of the Lucas–Kanade algorithm [13] to
parametric motion models. Its objective is to align an im-
ageI1(x) to a template imageI0(x). We consider a trans-
formation functionT(x;p), that maps a pixel positionx
to a pixel positionx′ with a set of projective transforma-
tion parametersp = (p0, p1, . . . , p8)

T . This algorithm as-
sumes that the current transformation parametersp are
known and iteratively minimizes

∑
x

[I0(T(x;∆p))− I1(T(x;p))]2, (4)

with respect to an increment∆p of the transformation pa-
rameters. The summation is done over a defined ROI. At
every iteration, the transformation function is updated by
a bilinear combination (denoted by the◦ operator) of the
parameters ofT(x;p) andT(x;∆p).

T(x;p)new= T(x;p)old ◦T(x;∆p)−1. (5)

The transformation parameters obtained for every im-
age are stored and then used to stitch images to form a
panoramic view. The stitching process is performed by
assigning a weighted average value to superposed pixels
by a Gaussian function,

w1 = 0.9e
− r

2σ2 +0.1; (6)

w0 = 1−w1,

wherew1 is the weight of pixels of the image to stitch
andw0 is the weight of the existing panoramic image;r is
the radial distance of a pixel measured from the center of
the image andσ is the opening of the Gaussian function.
These weights are then multiplied by the intensity values
of the pixels in the image being stitched,I1(x), and the
intensity values of the existing panoramic imageIm(x),

Ipano(x) = w1I1(x)+w0Im(x), (7)

where Ipano(x) is the new panoramic image, including
I1(x). This was applied∀ I1(x), Im(x) 6= 0. This process
eliminates or attenuates visual artifacts at image borders.
The previous algorithms were programmed in Matlab.
The program was divided into three parts. The first part
performs the pre–processing of images (filtering). The
second one registers images and stores transformation
parameters. The last part constructs the panoramic
view and applies the weighting function to pixels being
stitched. Execution times for the registration and stitch-
ing processes were computed on a PC 2GHz 1Gb RAM.

Quantitative evaluation:For this evaluation, we use
an endoscope instead of a cystoscope because of avail-
ability issues. However, the image quality of endoscop-
ically acquired images is lower compared to cystoscopic
images. Moreover, radial distortion in endoscopic im-
ages is greater. Thus, a radial distortion correction is
performed over acquired images using the algorithm de-
scribed in [14]. This was the only extra step in the evalu-
ation process.
To evaluate the quality of the constructed panoramic
view, two sequences of 27 images were acquired with
an endoscope using the positioning system showed in
figure 1. This system allowed us to control, with sub–
millimetric displacements, the translations as well as ro-
tations and perspective movements between images. The
first sequence consisted in 27 images taken from a high–
quality digital photography of the internal surface of a
pig bladder. The acquisition involved three directions of
displacement: a translation movement (15 images) over
~x, a diagonal translation (7 images) over~x and~y, and a
diagonal translation with 2o rotations and 2o perspective
rotations of the endoscope between images (5 images).
The same process (same positions) was repeated over a
grid pattern (10 mm equally spaced black crosses ) to ob-
tain the second sequence allowing for error computation.
A schematic representation of the process is shown in fig-
ures 2 and 3.
The registration and stitching algorithm was then ap-
plied to images acquired from the bladder photography



The 3rd European Medical and Biological Engineering Conference November 20 – 25, 2005 
EMBEC'05  Prague, Czech Republic 

IFMBE Proc. 2005 11(1)  ISSN: 1727-1983 © 2005 IFMBE  

 

Figure 1: Positioning testing set–up used to acquire the
test sequence. This device allows a millimetric control
over translation movements.

Figure 2: Schematic representation of the image acqui-
sition path performed over a photography of pig bladder
(internal surface). I1, I2,. . . , I27 are the first, second,. .. ,
twenty-seventh acquired image.

to find the transformations between them to construct the
panoramic image. Then, these transformations are ap-
plied over the set of images acquired from the grid pat-
tern and a second panoramic image was constructed. The
first image of the grid sequence was considered as the
reference image and therefore, without distortion. In or-
der to compute mean, minimum and maximum errors
in the constructed panoramic image, distances between
adjacent points of this first image were measured and
the mean distance computed. Then, distances between
points in the panoramic image were obtained and com-
pared against the mean distance in the first image.

Results and Discussion

Figures 4, 5 and 6 show the panoramic views con-
structed from 80, 162 and 193 images respectively.
The algorithm is robust enough to find a good visual

Figure 3: Image acquisition path performed over a grid
test pattern for quality evaluation of the constructed
panoramic view.

correspondence between images even if blurring and
illumination inhomogeneities are present. After ap-
plication of the weighting average function, visual
artifacts between images persist, but only when strong
illumination changes between images are involved.
Table 1 shows computation times for each constructed
panoramic view and for each pair of images processed.
Computation times were measured separately for reg-
istration and stitching processes because stitching time
varies with the transformation complexity and image
size after transformation. The maximum displacement
recovered for the sequences presented here was 96 pixels.

Table 1: Timing results in seconds for each process and
for each constructed panoramic view.

Seq. Imgs. Regist. Stitch. Total p/pair

1 80 155.62 25.85 181.47 2.29
2 162 310.23 30.70 340.93 2.11
3 193 376.52 426.54 803.06 4.18

Table 1 shows that the required computation time al-
lows the panoramic image to be constructed in a few min-
utes and this computation time could be compatible with
the duration of a cystoscopic exam (15–20 min).
Stitching time in sequence 3 shows a considerable in-
crease. This is due to the complexity of the transforma-
tions obtained for the last images and their larger size af-
ter transformation.

Quantitative evaluation: Figure 7 shows the con-
structed panoramic image from images acquired over the
bladder photography. The panoramic image constructed
from images acquired over the grid pattern is shown in
figure 8. It can be seen that the points from the last super-
posed images diverge. This is caused by errors in finding
the correct transformations when large perspective and
rotations are involved. Distance errors between points of
the panoramic image and the mean distance of image 1
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Figure 4: Panoramic view (959 x 671 pixels) from a se-
quence of 80 images. The vessels and the suspicious
structure (bottom right) in the panoramic view are easily
identifiable.

Figure 5: Panoramic view (1651 x 482 pixels) from a
sequence of 162 images (vertical scan of the bladder).

Figure 6: Panoramic view (4883 x 1697 pixels) from a
sequence of 193 images (vertical scan of the bladder).

are summarized in table 2.
1stMD is the mean distance between points of the first
image of the sequence.Pano MD is the mean distance
between points of the constructed panoramic image.ME
is the mean error between distances in the panoramic im-
age and the mean of distances in the first image.Max
andMin are the maximum and minimum errors, respec-
tively, between point distances of the panoramic image
and the mean distance between points in the first image.
Although a maximum error of 25.85 pixels, the visual
quality of the constructed panoramic image (figure 8) is
enough to authorize a good localization of structures and
vessels.

Table 2: Computed errors, in pixels, for distances be-
tween points in the constructed panoramic image and the
mean distance between points of the first image of the
sequence.

1stMD Pano MD ME Max Min

106.16±4.33 107.03±12.04 10.14±6.49 25.85 0.056

Conclusion

Visual characteristics of the constructed panoramic views
are very good and authorize an easier observation of
the zone of interest by providing a wider field-of-view.
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Figure 7: Panoramic view constructed from images ac-
quired over a bladder photography using the endoscopic
set–up shown in Figure 1.

Timing results showed the possibility of obtaining a
panoramic image in a few minutes. In addition, the
presented algorithm is robust enough to deal with blur-
ring, illumination inhomogeneities and remaining radial
distortion in images. When evaluating quantitatively
the algorithm we have found that if a strong perspec-
tive transformation is involved in the construction of the
panoramic view, error in the final panoramic image in-
creases. But we have observed that large perspective
changes between images in a cystoscopic sequence do
not occur frequently. The quality of images is also im-
portant in building a good quality panoramic image. We
think that the obtained errors are also a function of the
lower quality used images in the evaluation process.
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