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Abstract: In this paper a feasibility study of liver 

CT dataset classification, using features from 

different scales of the wavelet transform analysis in 

conjunction with statistical pattern recognition 

methods is presented. In our study 720 extracted 

sub-images from 13 liver CT scans were used, in 

order to establish which features distinguish better 

between the normal/cancer classes. Statistical 

measurements were collected; from the sub-images 

as well as from their different scale wavelet 

transform coefficients. We found by using the Leave-

One-Out method that the combination of the 

features from the 1
st
 and 2

nd
 Order statistics, 

achieved overall classification accuracy > 90.0%, 

both specificity and sensitivity     > 90.0%. Features 

selected by the spatial domain performed better than 

the wavelet based techniques, under the 

classification rule of Quadratic Classifier (QC). In 

addition, features selected by the 3
rd

 scale wavelet 

transform coefficients performed better than those 

collected from the other wavelet scales, under the 

classification rule of Bayesian Classifier (BC). 

Keywords: Wavelet Transform, Liver, CT, 

Pattern Recognition. 

 

 

Introduction 

 

Wavelet theory is a mathematical tool for 

hierarchically decomposing functions. Wavelet 

transform analysis has been applied to medical images 

mainly for compression, and mammographic image 

analysis [1].  

 

Although Computed Tomography is only slightly 

more accurate than ultrasound is showing focal hepatic 

lesions, it has several advantages. All the upper 

abdominal anatomy is displayed on the CT images, 

providing information about extrahepatic processes that 

can influence clinical interpretation. Also, intravenous 

injection of water-soluble contrast medium increases the 

detection rate of small masses. However, as our 

bibliographic review shows, until very recently there 

has been little published research focused on liver CT. 

 

Yoshino et.al. [2][3], developed an image diagnosis 

system that had a three-layer neural network back-

propagation utilizing the back-propagation algorithm. 

Yoshido and co-workers classified parenchymal  

patterns of cirrhotic liver into three types according to 

the size of nodules, using magnetic resonance images 

and ultrasound datasets. 

Chen et.al. [4], presented a CT liver image 

diagnostic classification system which automatically 

finds/extracts the CT liver boundary and further 

classifies liver disease. Their reported system comprises 

a detect-before-extract Brownian motion model to 

delineate the liver boundary, and a modified 

probabilistic neural network to distinguish between 

normal liver and hepatoma and hemageoma. The 

reported classification accuracy was about 83%. 

Lee et.al. [5], proposed a method for diffuse liver 

disease classification of ultrasound liver datasets, using 

multiscale wavelet based analysis and a probabilistic 

neural networks. Their dataset included, normal liver, 

hepatitis and cirrhosis, and achieved classification 

accuracy rate of around 88%. 

Lee et.al. [6] used features based on M-band wavelet 

transform to classify ultrasonic liver images – normal 

liver, cirrhosis, and hepatoma. Their proposed 

hierarchical classifier achieved 96.7% accuracy in the 

distinction between normal – abnormal liver images, 

and was at least 93.6% accurate in the distinction 

between cirrhosis and hepatoma liver images. 

Yoshida et.al. [7] addressed the problem of 

distinguishing benign (hemangiomas) from malignant 

(hepatocellular carcinomas (HCCs) and metastases) 

focal liver lesions in B-mode ultrasound images. 

Multiscale texture features from the wavelet packet 

analysis were combined by an artificial neural network; 

the performance was measured by the area under the 

curve (Az). Their reported results yielded a Az value of 

0.92 in distinguishing benign from malignant lesions, 

0.93 in distinguishing hemangiomas from HCCs, and 

0.94 in distinguishing hemangiomas from metastases.  

Gletsos et.al. [8], presented a computer-aided 

diagnostic system for classifying hepatic lesions from 

computed tomography images. CT images of normal 

liver, hepatic cysts, hemangiomas, and hepatocellular 

carcinomas were used as input. Texture characteristics 

from the co-occurrence matrices were collected, and 

their classification scheme consisted of three 

sequentially placed feed-forward neural networks.  

 

This paper attempts an investigation on the usage of 

statistical features collected from the spatial and wavelet 

transform domains, using several different classifiers, 

for applications on Liver CT image classification and 

retrieval. 
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 Materials and Methods 

 

In this study we used 720, 32x32x8 bit, image 

extracts from 13 Liver CT scans (360 normal and 360 

cancer), for the training stage of the classification 

procedure. The images were analyzed in Spatial 

domain, and using the three levels of decomposition of 

the overcomplete wavelet transform [9][10] 

architecture. The Daubechies 4-TAP wavelet filter was 

used. 

 

Our statistical pattern recognition approach uses the 

classical steps of feature extraction, classification and 

feature selection, which are further described below. 

 

The first step of our pattern recognition approach is 

the feature extraction step, which is the transformation 

of patterns into features that are regarded as a 

compacted representation. The usage of statistical 

features for the analysis and classification of textured 

images has been extensively demonstrated in the 

literature.  Overall twenty-two statistical image features 

were collected from each image, given by category as: 

First Order Statistics [11], i.e. Mean, Variance, 

Skewness, and Kurtosis. Second Order Statistics [11], 

i.e. Angular Second Moment, Correlation, Entropy, 

Sum of Squares: Variance, Inverse Difference Moment, 

Sum Average, Sum Variance, Sum Entropy, Entropy, 

Difference Variance and Difference Entropy. Grey 

Level Run Lengths [11], i.e. Short Runs Emphasis, 

Long Runs Emphasis, Gray Level Non-Uniformity, Run 

Lengths Non-Uniformity, and Run Percentage.  

In addition, from the wavelet decomposed images 

the features collected were, their First Order Statistics: 

i.e. Mean, Variance, Skewness, and Kurtosis. The 

measures of Root Mean Square (RMS) Variation, the 

Non-Normalised Energy, the Normalised Energy, the 

Normalised Shannon Entropy, the Non-Normalised 

Shannon Entropy.  

 

Three statistical classifiers were constructed and 

employed in this study. The classifiers used are: 1) the 

Minimum Distance Classifier (MDC) [12], which 

employs as classification criterion the minimum 

Euclidean distance between the unknown entry and the 

mean values of each of the other classes, 2) the 

Quadratic Minimum Distance Classifier (QC) [12], 

where the classification rule is again the minimum 

Euclidean distance between the unknown entry and the 

mean values of each of the other classes, using a 

quadratic equation within the least squares technique in 

order to minimize the errors, and 3) the Bayes Classifier 

(BC)[12], which minimises the expected cost of 

misclassified data. 

The performance of the classifiers was evaluated by 

using the Leave-One-Out method. This involves the re-

classification of all the images (one at the time) to their 

a priori known categories (or classes). In addition, for 

each set of features all possible combinations were 

tested up to three-dimensional decision space. Those 

features, which achieve the best classification rate, were 

used in the pattern recognition process. This phase is 

called feature selection, and aims to reduce the features 

set to a subset, which consists only of meaningful 

information (i.e. features which characterize best) about 

the images we want to classify. 

 

The classification accuracy results presented in this 

paper are those, which fulfil all of the three 

requirements: a) the classification accuracy of the 

normal class (specificity) is more than 80%, b) the 

classification accuracy of the abnormal class 

(sensitivity) is more than 80%, c) the overall accuracy is 

more than 80%.  

 

 

Results 

 

The wavelet transform analysis was performed using 

the overcomplete logarithmic splitting algorithm, and all 

the images were decomposed up to three levels of 

decomposition. The effect of such processing is 

demonstrated in Figure 1. 

 

In the Spatial domain the best overall classification 

accuracy result achieved was 98.75% (specificity 

99.44%, sensitivity 98.06%), using the feature 

combination Sum of Squares: Variance-Sum Variance-

Entropy from the 2
nd

 Order statistics, and the Quadratic 

Classifier. In the 1
st
 scale wavelet transform domain, the 

best overall classification accuracy was 90.97% 

(specificity 90.83%, sensitivity 91.11%), using the 1
st
 

Order statistics feature combination of Variance-

Skewness, and by the Minimum Distance classifier. In 

the 2
nd

 scale wavelet transform domain, the overall best 

classification accuracy was 92.08% (specificity 92.78%, 

sensitivity 91.39%), using features from the 1
st
 and 2

nd
 

Order statistics Mean - Root Mean Square – Non 

Normalised Energy, and by the Quadratic classifier. 

And finally from the 3
rd

 scale wavelet transform 

domain, the best overall classification accuracy was 

96.11% (specificity 89.44%, sensitivity 94.72%), using 

the 2
nd

 Order statistics feature combination of Root 

Mean Square – Normalised Shannon Entropy, and by 

the Bayesian classifier.  

 

In terms of the performance of the Classifiers used 

in this study, we concluded that: the Quadratic 

Classifier performed better for features selected from 

the Spatial and the 2
nd

 Scale Wavelet Transform 

Domains. The Minimum Distance Classifier performed 

slightly better for features collected from the 1
st
 Scale 

Wavelet Transform Domain. The Bayesian classifier 

provided the best classification accuracy results for 

features collected from the 3rd Scale Wavelet 

Transform Domain. Tables 1-4, provide the best 

classification accuracy results of each of the classifiers 

for features collected from the Spatial and 1
st
, 2

nd
, and 

3
rd

 Scales of the Wavelet Transform Domains, 

respectively. 
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Figure 1: The effect of the overcomplete wavelet 

analysis, (a) Liver CT slice on the spatial domain, and 

(b) its 3
rd

 Scale Wavelet Transform coefficients. 

 

 

 

In terms of the performance of the Statistical 

Features extracted from all the liver CT images, we 

concluded that: Features from the 1
st
 Order Statistics 

obtained by all Domains, produced classification 

accuracy results above the thresholds set. Features from 

the 2
nd

 Order Statistics obtained by all the Domains 

produced the best classification accuracy results. 

Finally, features from the Grey Level Run Lengths 

obtained by the Spatial Domain produced classification 

accuracy results above the thresholds set. 

 

Table 1: Classification accuracy results from Spatial 

Domain. 

 

Classifier Specificity Sensitivity Overall 

BC 92.50% 91.39% 91.94% 

MD 95.00% 91.67% 93.33% 

QC 99.44% 98.06% 98.75% 

Table 2: Classification accuracy results from the 1
st
 

Scale of the Wavelet Transform. 

 

Classifier Specificity Sensitivity Overall 

BC 86.39 % 88.89% 87.64% 

MD 90.83% 91.11% 90.97% 

QC 86.11% 92.78% 89.44% 

 

 

Table 3: Classification accuracy results from the 2
nd

 

Scale of the Wavelet Transform. 

 

Classifier Specificity Sensitivity Overall 

BC 911.11% 90.83% 90.97% 

MD 90.83% 91.11% 90.97% 

QC 92.78% 91.39% 92.08% 

 

 

Table 4: Classification accuracy results from the 3
rd

 

Scale of the Wavelet Transform. 

 

Classifier Specificity Sensitivity Overall 

BC 94.44% 97.78% 96.11% 

MD 90.83% 91.11% 90.97% 

QC 89.44% 94.72% 92.08% 

 

 

 

Discussion 
 

The aim of this study is to examine the performance 

of the Wavelet Transform based analysis and 

classification on Liver CT datasets, and in particular to 

determine whether we can distinguish between the 

general classes of normal and cancer liver tissue.  

The usage of statistical features for the analysis and 

classification of textured images has been extensively 

(a)  

(b) 
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 demonstrated in the literature.  Our results suggest that 

features from the 2
nd

 Order Statistics achieved the best 

classification accuracy results, since such measurements 

focus on the overall nature of the texture such as 

homogeneity, contrast, the presence of organised 

structure, complexity, and the grey tone transitions 

within the image.  

 

Although numerous publications have presented and 

evaluated different Computer Aided Diagnosis schemes, 

one has to keep in mind that the detection accuracy of 

any CAD system depends upon the set of images used. 

This includes the number of images used throughout the 

training stage of the classification scheme, as well as 

properties of the images, such as resolution and depth, 

type of abnormalities included etc. 

 

 

Conclusions 

 

In this paper a feasibility study of liver CT dataset 

classification, using different scales of the wavelet 

transform analysis in conjunction with statistical pattern 

recognition methods is presented. In our study 720 

extracted sub-images from 13 Liver CT were used, in 

order to establish which features distinguish better 

between the normal/cancer classes. Twenty statistical 

measurements were collected; from the images as well 

as from their different scale wavelet transform 

coefficients. We found by using the Leave-One-Out 

method that the combination of the features from the 1
st
 

and 2
nd

 Order statistics, achieved overall classification 

accuracy more than 90.0%, both specificity and 

sensitivity more than 90.0%. Features selected by the 

spatial domain performed better than the wavelet-based 

techniques, under the classification rule of Quadratic 

Classifier (QC). In addition, features selected by the 3
rd

 

scale wavelet transform coefficients performed better 

than the other wavelet-based techniques, under the 

classification rule of Bayesian Classifier (BC). 

 

Another advantage of using the wavelet transform 

coefficients, instead of the spatial domain signal, is that 

the processing delay/cost needed in the feature 

extraction stage is a lot less due to the compacted 

representation of the wavelet transform. In addition we 

demonstrated that high classification accuracy could be 

achieved using only compacted data. Possible 

applications of systems like the one presented in this 

paper are in content-based classification, search and 

retrieval of images, and for image processing and 

classification. 
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