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Abstract: Patient motion during PET imaging is re-
sponsible for resolution loss, this problem is related
to the time consuming scan. We have implemented
a list-mode based motion compensation scheme that
deals with the six degrees of freedom of a rigid body
patient movement. During an acquisition several mil-
lions of coincident events are detected and patient mo-
tion is tracked. The compensation technique corrects
the detected events for the measured motion and the
reconstruction follows a standard iterative MLEM re-
construction algorithm using a for motion corrected
sensitivity profile. We have tested our implementation
using a software and hardware Hoffman brain phan-
tom. The algorithm could compensate for the sim-
ulated motion and the resulting images showed less
blurring.

Introduction

During a positron emission tomography (PET) scan sub-
jects are asked to lie still for several minutes. Neurolog-
ical brain scans can even take several tens of minutes.
PET scans are therefore prone to motion artifacts. With
the advent of high spatial resolution scanners, patient mo-
tion becomes an increasingly important image degrading
effect. Even due to a small involuntary movements, the
reconstructed image can be severely degraded. The use of
a head restraint system cannot fully prevent motion [1–3]
and introduces some physiological stress. In the worst
case scenario the motion artifacts are so bad that a new
scan has to be performed. Motion compensation methods
could prevent such resource expensive practice and could
greatly enhance the image quality. Furthermore some of
the most interesting patients are now excluded from PET
studies (e.g. Parkinson and Gilles de la Tourette patients).
Several methods have been extensively studied.
Image based techniques [2–5] divide the scan interval
into smaller time-frames. The idea is that less motion oc-
curs during such a shorter frame and severely motion af-
fected frames can be discarded. The individual frames are
then reconstructed, aligned and stacked. The main disad-
vantages of such methods is that they fail to correct for
motion during a frame and the computational cost related
to the fully 3D registration [6]. These problems could be
solved by using a motion tracking device triggering the
frames. However in the case of constantly moving pa-
tients such a method will lead to a large amount of low-

count frames and poorly reconstructed images.
Projection based techniques [4, 7–9] try to use the same
principle of multiple acquisition frames together with the
use of a motion tracking system. But rather than recon-
structing the individual frames separately a motion cor-
rected projection data set is created whether the data is
in sinogram format or in list-mode format. The list-mode
format stores all the events detected in coincidence in a
list. The events are specified by their Line-Of-Response
(LOR) and detection time. Whereas for the sinogram for-
mat the tracking device should trigger the frames; the
list-mode format requires a timing synchronization be-
tween the tracking devices and the list-mode acquisition
module. The correction technique produces correction
factors and transforms the LOR in which the event was
detected into the LOR in which the event would have
been detected had the object not moved. We have imple-
mented such a projection based technique based on list-
mode data.
Finally different techniques for rigid body motion track-
ing are described in literature [4,5,7,9]. They use passive
(reflective) or active (emissive) markers fixated on the ex-
amined subject. The tracking device detects the motion
by measuring the six degrees of freedom: three transla-
tions and three rotations. Typical positioning resolution
range from 0.02 to 0.35 mm.

Theory

We used the iterative maximum likelihood - expectation
maximization algorithm (MLEM) [10] for the reconstruc-
tion. For list-mode date the update formula reads [11]:
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where λ m
i is the reconstructed activity after m iterations

at voxel i, T is the scan duration Si = ∑J
j pi j is the prob-

ability that an event originating from voxel i is detected
by one of the scanners’ J coincidence bins j. The sum is
over all detected events and the coincidence bin at which
the e-th was detected is denoted by je. pi j is the proba-
bility that an event originating from voxel i is detected by
coincidence bin j. The forward projection of the activity
at iteration m is given by:
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 The image at m = ∞ is the maximum likelihood estimate.
We can separate the probability pi j into a geometrical
component gi j and LOR specific weight w j . The w j is
in turn the combination of a detector pair specific nor-
malization factor n j and an attenuation factor a j. We
thus have pi j = gi jn ja j. For computational efficiency
we prefer a LOR driven attenuation correction which pre-
corrects the data for attenuation [12] and we have:

λ m+1
i =

λ m
i

TS′i
∑

events
gi je

1/a je

∑I
i gi jeλ m

i

, (3)

with S′i = ∑J
j gi jn j.

For the reconstruction we will attach the reconstruction
grid (1, . . . , i, . . . , I) to the studied object. Let us now
introduce a patient movement. In image space this will
have no effect on the indexing because the grid moves to-
gether with the object. In projection space a mapping Mt

which maps an event detected at time t and coincidence
bin jt to the corresponding coincidence bin j0 at which
the event would have been detected at time t = 0. If there
had been no motion during the interval [0, t] then Mt is the
identity operator. The operator can be constructed based
on the motion tracking data and based on the geometry
of the scanner. The grid and operator are illustrated in
Fig.1. In Fig.1 (a) the reference system is depicted at time

jet

(a) (b)

je0 jt

i

(c) (d)

Figure 1: The scanner geometry: (a) the initial set-up at
time to. In (b) an event is detected in bin j at time t: jet .
The compensation transforms the LOR to je0 the LOR
that would have detected the coincidence event in the ab-
sence of motion (c). For the calculation of the sensitivity
factor of voxel i we need to transform the scanner follow-
ing M−1

t .

t0 = 0, (b) shows a coincidence detection in bin jet at time
t. Rather than re-sampling the sensitivity pattern follow-
ing the new grid (Fig.1 (b)) we transform the LOR into

the LOR in which the detection would have been detected
in the absence of motion (Fig.1 (c)), i.e. je0 = Mt( jet ).
The path through the grid and the object is the same for
jet and je0 as can been seen in Fig.1(b,c). The crystals
detecting the photons have changed however (Fig.1 (c)
black and gray crystals). Now for the motion corrected
MLEM algorithm the update formula becomes [8]

λ m+1
i =

λ m
i

S̄i
∑

events
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, (4)

where we use the transformed LOR je0 and the sensitivity
term T S′i in (3) is replaced by

S̄i =
J

∑
j

gi j

∫ T

0
n jt dt (5)

which requires the normalization factor n jt at bin jt with
Mt( jt ) = j. It just seems as if the detector is moving
following M−1

t (Fig.1 (d)). It is of course possible that
events emitted under a given angle with respect to the
moving grid detected at t = 0 in bin j0 will not cross the
detector at time t due to the motion. At this point one
could think of introducing a virtual detector bin jt with
n jt = 0.

Methods

We have implemented a motion compensation method
for list-mode format following (4). We ran a parallelized
version of our previously developed MLEM algo-
rithm [13]. The program makes use of LAM/MPI [14]
a freely available, open source implementation of the
Message Passing Interface (MPI). During one iteration
the program divides the coincidence events over the
available worker nodes which are then processed (projec-
tion and back-projection) by the nodes. After processing
all the events the correction factors are collected at one
node and multiplied with the old activity estimate to
form the new estimate which is then broadcasted to all
the nodes.
The geometric factors gi j are calculated using the simple
line-length Siddon algorithm [15]. For this purpose we
can describe a LOR by two points defining the line,
which makes it easy to calculate the mapping function
Mt from the motion tracking data. In this case Mt can be
described by a rotation and a translation that can readily
be applied to the points describing the LOR.
The algorithm proceeds as follows. The data from the
PET scanner and the motion tracking device are read.
We step through the list-mode data and the arrival times
te determine the set of motion tracking parameters used
to build up the mapping Mte . The mapping is then
applied to the two points determining jet to produce
the new points determining the new line corresponding
with je0. The corrected LOR is then written to the
motion corrected list-mode file. Secondly the sensitivity
map should be calculated and in particular

∫ T
0 n jt dt.

The calculation steps through the tracking data and the
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 tracking parameters determine now the inverse mapping
M−1

t which is then applied to all original j’s to form jt
and the corresponding n jt can be found in the Look Up
Table (LUT) or equals zero if the transformed ’virtual’
LOR does not intersect the scanner.
We have evaluated our method using both software
phantoms and hardware data. The simulator was a
geometrical perfect simulator and no scatter or random
events were simulated. All emitted photons were
detected in a perfect ring detector and were recorded
in list-mode format. The voxelized source distribution
could be translated and rotated and these parameters
were used as the simulated motion tracking data.

(a) (b)

Figure 2: The mount designed for controlled motion and
its degrees of freedom.

The measurements were performed on a Philips
Gemini PET/CT scanner at the University Hospital
Ghent (UZ Gent). No tracking device was available. To
simulate motion in a controlled way we have developed a
mount (Fig.2). The phantom could be rotated and shifted
manually and the motion could be marked on the mount
for later use as simulated tracking data. A Hoffman brain
phantom [16] filled with 1.1mCi of F18-FDG was used.
The motion parameters are summarized in Table 1.

Table 1: Simulated motion for the Hoffman brain phan-
tom on the Phillips Gemini.

∆t tx ty tz rotX rotY rotZ
(min) (mm) (mm) (mm) (◦) (◦) (◦)

2
2 11.5
2 13.0 25.0 12.0 9.5
2 18.9
5 31.0
5 16.0 −68.5 −7.0 23.0

Results

The software Hoffman phantom data was reconstructed
both with and without motion compensation. The motion
algorithm performed well and resulted in better images.
Typical transverse and coronal slices are depicted in
Fig.3. In this set-up the phantom underwent a rotation of
5◦ about the x-axis, a rotation of 15◦ about the z-axis and
a translation of 5mm in the z-direction. The images with

(a) (b)

(c) (d)

Figure 3: Transverse and coronal slices reconstruction of
the software Hoffman phantom without motion compen-
sation (a) and (c) compared to reconstructions with mo-
tion compensation (b) and (d).

motion compensation show more detail as compaired to
the images without motion correction which are blurred
due to the motion. This is especially obvious for the gyri
and sulci.

(a) (b)

Figure 4: Reconstruction of the (hardware) Hoffman
brain phantom without (a) and with (b) motion compen-
sation

Finally example reconstructions for the Phillips Gem-
ini data are presented in Fig.4. The data used for the
reconstruction is only the part of the acquisition corre-
sponding to rows 4 and 5 of Table 1. So the only rela-
tive movement is a translation of 31mm in the y-direction.
Note that due to the earlier movements the y-direction of
the translation does not correspond with the y-direction
of the image in Fig.4. Again we can see an important im-
provement in the reconstruction using motion correction
(Fig.4(a)) compared to the reconstruction without motion
correction (Fig.4(b)).
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 Discussion and conclusion

Patient movement during a positron emission tomogra-
phy scan is an important image degrading factor. Motion
correction techniques could reduce the blur introduced by
the patient movement.
We have implemented a list-mode based motion com-
pensation scheme spatially transforming the lines of re-
sponse and temporally averaging the sensitivity factors.
This method is particularly suited for rigid objects such
as the human brain.
The first encouraging results of the method are presented
here. A reconstruction using the motion correction tech-
nique visually resulted in better images.
We plan to perform further experiments using a real mo-
tion tracking system which could also allow us to perform
phantom studies with continuous displacements and hu-
man studies.
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