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Abstract: Due to its blood microcirculation, the retina
is one of the first organ affected by hypertension and
diabetes: retinal damages can lead to serious visual
loss , that can be avoided by an early diagnosis. The
most distinctive sign of diabetic retinopathy or severe
hypertensive retinopathy are haemorrhages and mi-
croaneurysms (HM), hard exudates (HE) and cotton
wool spots (CWS). Automatic detection of their pres-
ence in the retina is thus of paramount importance
for assessing the presence of retinopathy., and there-
fore relieve he burden of images examination by reti-
nal experts.
In this work we propose a simple and effective method
to detect and identify these lesions in retinal images,
by a two stage classifier. By considering a pixel-wise
classification at the first stage and an object-wise clas-
sification at the second, it impose a hierarchy (or a
multi-level) geometry to the classifier.
By using a Bayesian MAP classifier for the first stage
and a simple linear discriminant for the second, it
proved to achieve a sensitivity of 0.83, 0.71, 0.73 for
the classes HE, HM, CWS respectively, with a speci-
ficity of 0.94, 0.99, 0.91. The area of the identified
lesions shew a correlation with the clinical severity
grading of 0.87, 0.83, 0.78.

Introduction

Retinopathies associated with systemic diseases such
as diabetes and hypertension have an ever increasing im-
portance as a cause of blindness and visual loss. Diabetic
retinopathy is the first cause of blindness for people in
working age in the United States, with all the consequent
economic and social burdens.
The timely diagnosis and referral for management of di-
abetic retinopathy can prevent 98% of visual loss. Cur-
rently, a periodic dilated direct ophthalmoscopic exam-
ination seems the best approach for a screening with
near universal coverage of the population at risk, de-
spite the proved low sensitivity of direct ophthalmoscopy
[1]. However, the number of ophthalmologist available is
the limiting factor in initiating an ophthalmologist based
screening [2].
With the increasing availability of digital fundus camera
an automatic tool to recognize and grade non-vascular le-

sions in fundus images is highly required to relieve the
burden of retina examinations from retina experts, and
to envision the possibility of population screening for
retinopathies.
The more distinctive lesions are hard exudates, cotton
wool spots, haemorrhages and microaneurysms. Haem-
orrhages and microaneurysms can be grouped together,
since they are often distinguishable only by their size.
Automatic identification of lesions is made more difficult
by the presence of luminosity variability within the reti-
nal images, and by retinal pigmentation heterogeneity.
Several algorithms were proposed to identify microa-
neurysms in colour fundus images with various reported
performance [3, 4, 5]. To the best of our knowledge, the
highest overall performance was a sensitivity of 0.9 and a
specificity of 0.8.Others focused on exudative lesions de-
tection [6, 7] with the best performance obtaining a sen-
sitivity of 0.92 and specificity 0.82.
Few attempts to identify different type of lesions within
one algorithm have been reported. In [8], the lesions were
divided into dark (HM) and bright (HE and CWS), yield-
ing a sensitivity for bright lesions of 0.89 and for dark
lesions of 0.78. In [9] both microaneurysms and exudates
are searched in retinal colour images. Microaneurysms
were identified with asensitivity and specificity reported
of 0.77 and 0.88 respectively, whereas exudate detection
obtained a sensitivity of 0.88 and a specificity of 0.99.
No reported work has tried to identify a set of le-
sions larger than microaneurysms and hard exudates. The
only mention to classification of hemorrhages, microa-
neurysms, exudates and cotton wool spots is in [10],
where different classification strategies are compared on
manually segmented lesions.
We propose a method that makes use of the illumination
corrected retinal images described in [11]. By imposing
the first two moments to the image histograms, the colour
content is an effective feature for the determination of
the abnormal regions of the retina. Both normal fundus
and lesions can only be described statistically, since their
colour content is affected by noise and by an intrinsic
variability of different retinas, and of different stage of
evolution of the lesions.
In order to cope with this variability, a two stage approach
has been devised. The first stage has the aim of segment-
ing the candidate lesions from the normal fundus, assign-
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 ing to each pixel a probability of being lesion or retinal
background. This stage should be very sensitive, relaxing
the requirements of specificity. The second stage, corre-
sponding to a higher level of abstraction, classifies the
candidate regions, identified in the first stage, into the le-
sions of interest. This is achieved through a supervised
classifier, which looks at region-wide features, instead of
pixel-wise.

Materials

From a pool of 50o fundus images acquired on slide,
and subsequently digitized with a 1378 dpi resolution,
true colour, 60 images were chosen by three ophthalmol-
ogists, to be used as a training set (DB60). Among these
images, 10 presented some non-vascular lesions: 6 HM,
7 CWS, 6 HE.
A second set (DB200) of 200 images were chosen by an
ophthalmologist, to be used for validating the proposed
method. In this set, 47 showed non-vascular lesions: 33
HM, 22 CWS, 31 HE.
All images were graded, with a separate severity score
for the lesions considered (HM, CWS and HE).
We suppose that retinal vessels and optic disc have been
previously extracted by one of the available algorithms
(e.g. [12, 13] for vessels and [14, 15] for optic disc), so
that the region of the retina covered by vessels and optic
disc can be excluded from the non-vascular identification
algorithm without processing.

Methods

Bayesian Classification of Suspect Areas

This is the first stage of the lesion identification pro-
cedure. In order to provide a high sensitivity to the lesions
of interest (classes), the fundus image can be divided into
three types of areas. Those that appear darker than the
normal fundusω1, which correspond to possible hem-
orrhages and microaneurysms, those that appear brighter
than the retinal backgroundω3, which correspond to pos-
sible hard exudates and cotton wool spots, and those be-
longing to the normal fundusω2. The colour content of
each pixel of the image is assumed to be sufficient to
identify the three classes. Given the imageI , the colour
content of the pixel at position(x,y) can be described by
the vectorf containing the intensity values of the three
colour channel:

f(x,y) = [Ired(x,y), Igreen(x,y), Iblue(x,y)] (1)

Given the a priori probabilityP(ωi), i = 1,2,3, of the
three types of regions, and the conditional probability
densitiesp(f|ωi), describing the statistical colour distri-
bution for the three classes, the probability that a pixel
I(x,y) belongs to the classωi can be computed by means
of the Bayes theorem:

P(ωi |f) = p(f|ωi)·P(ωi)
p(f) i = 1,2,3 (2)
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Figure 1: Slices of the probability density functions of the
three classes of interest

p(f) = ∑3
i=1 (p(f|ωi) ·P(ωi)) (3)

This formulation allows the straightforward description
of a space variant a priori probability. For each pixel po-
sition (x,y), the probability will beP(ωi ,x,y). Previously
identified structures, as vessels and optic disc, can then
be included in (2) through thea priori probability, forc-
ing the pixels belonging to them to be considered normal
fundus, excluding them from possible abnormal areas.
After the three conditionala posteriori probabilities
P(f|ωi) are evaluated, a pixel is assigned to one of the
three classes with a maximum a posteriori (MAP) pro-
cedure. A set of ten images, not belonging to the DB60
nor to the DB200, have been used to estimates the prob-
abilities and the probability densities needed to evaluate
the a posterioriprobabilities of (2). The lesions present
in these images were manually segmented, and the inten-
sity values of the three colour channels of the identified
pixels have been pooled to estimatep(f|ωi). The colour
probability density for each class has been modelled with
a multivariate mixture of Gaussian. Normal fundus have
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 shown a monomodal density, thus it is described by a sin-
gle Gaussian, whereas both dark and bright classes shew
a bimodal density, thus modelled with the combination
of two Gaussian curves. Since significant correlation was
found among the colour channels for the three classes,
a full covariance matrix is used in the gaussian mixture
model. The a priori probabilitiesP(ωi) have been empir-
ically set. Since lesions are uncommon but in the more
severe stages of retinopathy, the occurrence (relative fre-
quency) of lesion pixels in the images would be exces-
sively low, providing an unsatisfactory sensitivity:

P(ω1) = 0.01 (4)

P(ω2) = 0.98 (5)

P(ω3) = 0.01 (6)

In Fig. 1 three slices along the blue component plane of
the probability density functions are shown, for increas-
ing values of the blue component.

Blobs Analysis and Features Extraction

The result of the procedure described in the previous
section is a sparse set of pixels for the two classes of in-
terest, that not convey any information on spatial rela-
tionship or global object features. Linking single pixels
to the lesion they belong to would not be an issue if the
proposed algorithm were 100% specific. However, since
pixel-wise classification is not very specific, a refinement
is needed: this is done by introducing a further level of
abstraction. Every set of connected pixels with the same
classification represent a separate object, that is a candi-
date lesion.
Small set of pixels classified as candidate lesions were ex-
cluded from the subsequent analysis. The ratio for doing
this is that isolated pixels are more likely to be noise over-
lapped to normal fundus, and then misclassified, rather
than tiny lesions. A pair of cascaded morphological oper-
ators well suit the task, providing both the removal of iso-
lated areas of dimension comparable to the morphologi-
cal kernel, and also the filling of small holes in connected
regions. After the pixel classification has been cleaned by
this filtering, all connected components are extracted sep-
arately, and each represent a candidate lesion.
In order to distinguish the different lesions, and the le-
sions from false positives, is necessary to provide a de-
scription of every identified region, to provide the most
discriminating factors. This is not a trivial task, given the
extreme variability in appearance of the same type of le-
sions (intra-class variability), and the close similarityof
lesions to variations in pigmentation or to other lesions
(inter-class variability).
The regions can be described roughly by means of four
types of features. The first are chromatic features, which
statistically describe the colour aspect of the region.To
enhance the chromatic information, the HSV colour
space in addition to the RGB available intensities has
been used. This is supposed to be the most discriminant
space for perceptually different colours [16]. The second

set of features provides a geometrical characterization of
the region. It evaluates both perimeter and area features,
in order to evaluate the compactness, but also aspect ra-
tios, principal axes, eccentricity. Also the standard devia-
tion of the radius is evaluated: given the region centroid,
the variation of the distance between the region border
and the centroid for every perimeter point, should give a
measure of the smoothness of the region borders and of
its roundness.
Then, on one hand the region should have a definite dif-
ferentiation from the neighborhood, on the other the char-
acteristics of features on the border may provide a hint on
the particular lesion to be classified. Three areas are de-
fined in each candidate lesion: the internal partBi , the
internal border∂Bi and the external border∂Bo, and they
are shown in Fig. 2. They are easily defined using the
morphological operations of dilation and erosion, with a
kernel of suitable dimension.Bi is simply the eroded ver-
sion of the original regionB, the internal border is what
remains by subtracting formB the internal partBi , and
the external border is what remains after the subtraction
of B from its dilation.
The fourth set of features is composed by colour gradi-
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Figure 2: A region divided into its internal partBi , inter-
nal border∂Bi and external border∂Bo

ent of the regions. The gradients are computed by looking
at intensity variation between growing region perimeters,
starting from the centroid. Defining a sequence of bound-
aries by iteratively removing all perimeter points from the
region, a sequence of vectors{n1 . . .n j} normal to each
boundary is computed. The defined gradient is therefore
the intensity variation along the normal direction from
the region centroid to its boundary. Sharp margins and
soft margins are likely to be identified via a combination
of internal border and external border features.

(a) Original region (b) Dilated Region(c) Border Se-
quence

Figure 3:
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 Feature Selection

There are several reasons that suggest to keep as low
as possible the number of features with which classify the
candidate regions. The first is computational complexity.
Another is that the increase in complexity in computing
a larger number of features is not always matched by an
increase in discriminatory power, because of the possi-
ble redundancy and correlation among features. The most
important reasons lie however in the generalization power
of a classifier. Since the number of features can be con-
sidered as the number of free parameters of the classifier,
the smaller the ratio between this number and the cardi-
nality of the training set, the best the performance on the
training set but the less robust the classifier.
Given the large number of features that can be computed
in the framework of the previous section, there is the need
to select the most significant ones, so as to maintain the
number of features used by the classifier small , and at
the same time keep the discriminating power elevated.
In order to perform this feature selection, it is necessary
to have a measure of the discrimination ability of a set of
features. The most common measures involve the evalua-
tion of the intra-class scatter matrixSw and the inter-class
scatter matrixSb. Given M classes, a set of features vec-
torsx, each one belonging to one and only one class, the
intra-class scatter matrix is:

Sw =
M

∑
i=1

P(ωi)Σi (7)

P(ωi) is the a priori probability of the classωi , andΣi is
its covariance matrix:

Σi = E
[

(x−µi)(x−µi)
T]

(8)

The inter-class scatter matrix is:

Sb =
M

∑
i=1

P(ωi)(µi −µ0)(µi −µ0)
T (9)

with µ0 being the global mean:

µ0 =
M

∑
i=1

P(ωi)µi (10)

Various combination of these two matrices have been pro-
posed to evaluate at the same time the closeness of sam-
ples coming from the same class, and the separation of
the classes. The main disadvantage of these criteria is that
they do not have any relationship with the Bayesian clas-
sification error. On the contrary, the probability of error
in classifying a point between two classesω1 andω2 is
bounded by the Chernoff bound:

ε ≤ P(ω1)
1−sP(ω2)

s
∫

p(x|ω1)
1−sp(x|ω2)

sdx (11)

s∈ [0,1] (12)

The optimum value ofs, which provides the minimum
error, is not easy to find analytically, so that the values=

0.5 is often chosen to provide an upper bound, even if not
the lowest [17]. In this case, the valueµ(1

2) is called the
Bhattacharayya distance, and it can be used as a criterion
for class separability. For two normal distribution with
meanµi and covarianceΣi , i = 1,2, the distance can be
evaluated in closed form:

µ(1
2) = 1

8(µ1−µ2)
′
(

Σ1+Σ2
2

)−1
(µ1−µ2)

+ 1
2 ln

(

|0.5(Σ1+Σ2)|

|Σ1|
1/2+|Σ2|

1/2

) (13)

This distance is used to iteratively pick the most discrim-
inating feature among in the set of available features,
given the features already chosen. In this way 29 fea-
tures have been chosen to build the classifier for the bright
classes and 30 for the classification of dark lesions.

Linear Classifier

The classifier that is build from the training set and the
chosen features is based on the Linear Discriminant Anal-
ysis (LDA). Given a certain numbers of classes with sup-
posedly different characteristics, LDA is a method for lin-
early mapping the high dimensional characteristics vector
in a lower dimensional space, which maximize the sepa-
ration between classes, supposing their distribution nor-
mal. LDA is based on the maximization of a functionJ
that is an indicator of the class separation. GivenN sam-
ples,M classes and a 1xm vector f of features, the func-
tion J considered is:

J1 = trace(S−1
w Sb) (14)

with Sw andSb defined by (9) and (7) respectively. The
mxmmatrixS−1

w Sb has rankM−1. A transformation ma-
trix preseserving the value ofJ is the matrixC having on
its columns the (M-1) non trivial eigenvectors ofS−1

w Sb.

Blob Classification

In the case of lesion classification, both dark and
bright lesions may belong to one of three classes to be
distinguished. Bright lesions have to be separated in hard
exudates, cotton wool spots and false positives. Dark le-
sions have to be distinguished in hemorrhages, vessels
and false positives. Vessel have been incorporated in the
classification of dark region separately from false posi-
tives, because of their features, separate from that of reti-
nal background: consider them in a unique class together
with the false positives would have resulted in poor clas-
sification performances.
Given the vectorf i j of the features belonging to blobj
classified as classi, the transformed features vector is ob-
tained through the linear transformation:

yi j = Cf i j (15)

For each classωi of numerosityNi , the sample mean and
covariance matrix,µi andΣi , are evaluated from the trans-
formed features of the training set:

µi = 1
Ni

∑Ni
j=1yi j (16)
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 Table 1: Results for identification of images with non vas-
cular lesions in DB60

HE CWS HAE
True Positives 5 4 3
False Positives 1 1 1
False Negatives 1 2 2

Sensitivity 0.83 0.66 0.6
Specificity 0.98 0.98 0.98

Σi = 1
Ni−1 ∑Ni

j=1(yi j −µi)
′(yi j −µi) (17)

These means and covariances are used to evaluate the
Mahalanobis distance from each classωi of the trans-
formed features vectory of an unknown region:

di = (y−µi)
′Σ−1

i (y−µi) (18)

The region has the highest probability of belonging to the
class with the minimum distance, and the probability is
proportional to the distancedi

(a) Original image with various non vascular lesions

(b) Identified lesions: hemorrhages (red), cotton wool
spots (white), and hard exudates (yellow)

Figure 4: Lesion detection and classification in a sample
image.

Results

The results of the algorithm on the images belonging
to DB60 database are summarized in Tab. 1 and in Tab.

Table 2: Results for identification of images with non vas-
cular lesions in DB200

HE CWS HAE
True Positives 22 15 22
False Positives 1 17 1
False Negatives 7 7 9

Sensitivity 0.75 0.68 0.71
Specificity 0.99 0.90 0.99

Table 3: Correlation between the estimated area covered
by lesions and the ophthalmologist grading, on the im-
ages of the DB60

HE CWS HAE
Correlation 0.87 0.78 0.83

2 for those belonging to DB200. Since the evaluation of
sensitivity and specificity on single lesion requires a care-
fully identified ground truth, it has not been possible to
perform such an evaluation. The performance evaluation
is therefore on the ability of the algorithm to correctly
identify whole images with particular lesions.
Nevertheless, the ability of the algorithm to estimate the
severity of the non-vascular lesions can be evaluated by
looking at the correlation between the estimated area of
the retina covered by specific lesion, and the related oph-
thalmologist grading. This can be quantitatively assessed
with the measure of correlation, reported in Tab. 3, and
visually evaluated in Fig. 5, Fig. 7 and Fig. 6
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Figure 5: Total area of the identified hemorrhages versus
ophthalmologist grading

Conclusions

A new method for identifying and distinguish be-
tween retinopathy lesions has been presented. Its simplic-
ity makes it appealing when very fast computation is re-
quired.
On the side of excellent specificity and good sensitivity,
the method proved its ability to correctly grade the sever-
ity of the lesions in the retina,showing a good correlation
with the ophthalmologist perception.
The lower sensitivity among the lesions is obtained for
hemorrhages. This is due by the difficulty in distinguish-



The 3rd European Medical and Biological Engineering Conference November 20 – 25, 2005 
EMBEC'05  Prague, Czech Republic 

IFMBE Proc. 2005 11(1)  ISSN: 1727-1983 © 2005 IFMBE  

 

0 2 4 6 8 10 12

x 10
5

0

10

20

30

40

50

60

70

80

90

100

Automatic Hard Exudates Area [µm2]

O
ph

th
al

m
ol

og
is

t’s
 G

ra
di

ng

Figure 6: Total area of the identified hard exudates versus
ophthalmologist grading
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Figure 7: Total area of the identified cotton wool spots
versus ophthalmologist grading

ing faint haemorrhages from pigmentation variation or
shades by the first stage Bayesian classifier.
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