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Abstract: We present a new method for estimation of 
disparity in retinal stereo-photograph (topography 
of the retinal surface). It is based on the edge 
detection at various levels of resolution and 
combination of disparity map estimation. Some 
preprocessing and post postprocessing steps are also 
presented to improve the results. The images are 
compared with topographic images obtained from 
confocal scanning laser ophthalmoscope (CSLO).  
 
Introduction 
 

The 3D visualization of the retina, particularly the 
optical disc (OD), became very important diagnostic 
tool in glaucoma disease and its progression. The OD 
shape and some derived parameters are taken into 
consideration during the medical diagnosis process [9]. 

Nowadays, there are two main methods for 
obtaining the OD surface. One is based on a mono or 
stereo ophthalmoscope and the second method utilizes 
the confocal scanning laser ophthalmoscope (CSLO). In 
the next paragraphs, we consider only photographs 
taken by digital opthalmoscope (fundus camera) in 
stereo mode. The main advantage of this method is its 
low cost in comparison with CSLO (HRT – Heidelberg 
Retina Tomograph). 

We present a parametric and multiresolution-based 
method for 3D optical disc reconstruction from 
uncalibrated stereo retinal images. The visual 
comparison with CSLO is made in the last paragraph. 
 
Method 
 

The photographs of the retinal surface were obtained 
by the digital ophthalmoscope (Nonmydriatic Fundus 
camera, KOWA, Nonmyd α-D [10]). This camera is not 
‘true’ stereo camera, because it doesn’t have a binocular 
head. But there is a ‘stereo-mode’ where stereo images 
may be taken. The procedure for obtaining these images 
requires cooperation with the patient: 
• the patient is looking at point P situated at the left 

side - the first image is taken; 
• point P is moved in horizontal direction to the right; 

• the patient is looking at point P in new location - the 
second image is taken; 

 
As a result, there are two stereo color images. It has 
been shown [1,2] that the green channel is sufficient 
when analysing these images. Another possibility, 
discussed in some articles, is to convert RGB image to 
the grayscale using all three channels. But we didn't find 
any noticeable differences in resulting retinal surface. 
We therefore omit the R and B channel in the next 
processing and use only green channel. 

a)

 

b)

 

c)

 
Figure 1: Samples of stereo-image pairs; a) good quality 
and b), c) are images of poor quality – different left-
right image contrast, poor or over-illuminated image 
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 As a good stereo pair is considered an image pair 
having a long horizontal displacement and a small 
vertical displacement [2] (see Figure 1 for examples of 
stereo-image pairs). It is textured enough and has a high 
contrast. But it is clear that during the acquisition 
process the patient can move his head and consequently 
the eye-shift is not only horizontal but also vertical and 
possibly rotational. To cope with this problem, left – 
right image registration method based on the mutual 
information is used [3]. 
 

To register two images means to find the spatial 
transformation aligning the contents of the images. 
There are many ways to do that, one of them is to 
maximize a similarity criterion using optimization 
techniques [5]. It can be formalized as 

))(,(minarg0 FTRC ααα = , (1) 
where R is the  reference image and F is the floating 
image, which is transformed by spatial transformation 
Tα to the coordinates of the reference image. The 
registration quality, corresponding to the transform T, is 
evaluated by the criterion function C. Tα0 is the optimal 
registering transform with respect to the criterion. 
Affine transformation T, encompassing shift and 
rotation was found sufficient to compensate the 
misaligning among both images. The Powell's 
optimization method using series of line minimization 
was incorporated into this registration algorithm. For 
more details see [3, 4]. 

We have several stereo-image pairs taken by KOWA 
camera and many single images in our stereo database. 
There are big differences in image quality. Three 
samples of stereo-images are shown on Figure 1. 
Unequal retina illumination, different contrast within 
the images and over illuminated regions are the main 
problem that must be solved. These properties make the 
disparity map estimation complicated, because they 
abase the texture that is important in estimation process. 
Therefore, there is a need for preprocessing. 

 
As a preprocessing operation, we’ve used following 

steps: 
- defining the region around the optical disc; 
- decimation; 
- filtering by a lowpass filter; 
- contrast correction; 
 

The original fundus images from KOWA camera 
[10] have a high resolution (1200x1600px, resolution 
about 4.3µm/px) and a large field of view in comparison 
with CSLO. A sample of an original image is shown on 
Figure 2. The square regions of interest (680x680 
pixels) were manually determined for each stereo-image 
pair. This subimage was then decimated with factor 2 to 
the size 340x340 pixels. This operation doesn’t affect 
the result and speeds up the computation time while the 
disparity map is still dense. The resolution is decreased 
(about 9 µm/px), but it is comparable with the images 
from CSLO (10µm/px).  

 

 
Figure 2: One original image 
 

Lowpass filtering of these subimages was employed 
to reduce the noise artefacts and decrease the noise 
sensitivity during estimation process. Simple averaging 
filter of size [5x5] pixels was used. 

The last preprocessing operation is contrast 
correction. We use the approach based on a model of 
nonuniform illumination (background model), which is 
generated by low-pass filtering of the image with filter 
mask 31×31 pixels to remove the vessels in the 
background. The background is to be subtracted from 
the original image. Since there is different contrast in 
lighter and darker areas of image, contrast correction 
based on the background model should be applied [4]. 
 

 
a) b) 

Figure 3: a) image after lowpass filtering; b) image after 
contrast enhancement 
 

The whole algorithm of the proposed approach is 
depicted on Figure 4. After preprocessing steps a SSD 
(sum of squared differences) based approach for 
disparity estimation is performed. The SSD is a measure 
of similarity between two regions:  
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where d is a horizontal displacement between the square 
regions in left image Ileft and right image Iright. We have 
to search for the smallest ssd value (dmin) in a predefined 
range (-dmax, dmax), where dmax denotes the maximum 
possible shift between regions.  

Because the retina stereo fundus images have a 
texture of low contrast they are not convenient for direct 
processing by SSD method. Hence, we use parametric 
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 images as the input for SSD disparity estimation. These 
are created by the edge detection at various resolution 
levels: 

( ) edgeLPedge hIhI ∗∗= , (2)

where hLP, hedge are impulse responses of the low pass 
(LP) filter or the edge detector, respectively; * denotes a 
2D convolution. 
 

The Gaussian pyramid-like structure was used for 
the resolution setting. The highest resolution is for 
hLP=1. Lower resolution levels are achieved by iterative 
convolution with LP filter of 5x5 pixels. We have used 
the strategy inspired by [8], but no subsampling was 
performed. The filter hLP used for the convolution (2) is:  
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which is broader than Gaussian. This corresponds to the 
coefficient a=0.375 according to [8].  
 

 
Figure 4: Flow chart of the proposed approach. 

 
The Prewitt operators are used as the edge filters: 
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Because the convolution is a linear operation, we 
first apply the convolution between the impulse 
responses hedge*hLP and resultant impulse response is 

applied on the image I. Thus we get three impulse 
responses h1, h2, h3 each for vertical and horizontal 
direction: 
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The square root from squared horizontal and vertical 
filters is computed and used for the next processing.  

We can see a similarity with the undecimated 
discrete wavelet transform (UDWT), defined by Mallat 
[7]. This UDWT was also tested with various kinds of 
filters and we have obtained similar results only for 
Haar filter/wavelet, but no improving in estimated 
disparity was observed, even with more complicated 
wavelets. 

The edges detected at these three levels are shown 
on Figure 5. The strong edges, from blood vessel, as 
well as weak edges, arising from texture, are visible. 
These are important in SSD disparity estimation.  

Once these images are obtained, the SSD matching 
can be applied. The corresponding disparity maps are 
shown on Figure. 6. The white colour corresponds to the 
maximum displacement/disparity (d=dmax=40 pixels) 
and black colour to d=0. These maps are used for 
creating the result disparity map. We have observed that 
satisfactory result can be obtained with two merging 
techniques (Figure 4). The first technique computes the 
mean value from these three disparities. The second 
technique takes only the minimum value from these 
three disparities, which is perhaps more straightforward 
because larger disparities are probably wrong estimates. 
We don’t compare the quality of these two techniques 
here and we will only use the second technique (see 
Figure. 7a) 

 

1. level 2. level 3. level 
Figure 5: Edges detected at three resolution level for left 
image (first row) and right image (second row). The 
original stereo image pair is shown on Figure 1a 
 

After this disparity estimation, it is necessary to 
apply some postprocessing operations to eliminate 
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 disparity errors. We suppose that there are no partially 
occluded points [6], because of the smooth surface and 
small angle shift between the stereo views [2]. Thus, 
sharp changes and edges in estimated disparity can be 
considered errors in disparity estimation process. To 
eliminate these changes, we employ a simple averaging 
filter with equal weights, size [15x15] pixels. This filter 
is applied three times, which is identical to cubic 
interpolation [2]. The result is shown on Figure 7b. 
 

1. level 2. level 3. level 
Figure 6: Disparity images for the three resolution 
levels. 
 

a) b) 
Figure 7: a) Disparity map obtained as a minimum of 
disparities on Figure 5; b) Smoothed disparity by linear 
convolution filter (cubic interpolation) 
 

Although the preprocessing should eliminate the 
dependence of the result on stereo image quality, there 
is still quite strong dependence. Therefore, we should 
employ another technique to increase the result quality. 
It is based on a priori modelling of the shape of the OD. 
This shape can be modelled with the help of 2D 
Gaussian function G(x,y). More information about can 
be found in [9]. Here we apply the Gaussian shape 
fitting algorithm to the resulted disparity map using 
Powell optimization algorithm. The criterion for 
minimization is a standard sum of squared differences, 
where the differences between model and disparity map 
are used. The fitted Gaussian is shown on Figure 8a 
while corresponding 3D representation of the disparity 
map is on Figure 8b. It has been shown that some 
parameters from fitted Gaussian shape can be used for 
glaucoma diagnosis support [9].  

A heuristic approach was used to smooth the 
disparity map. This modification lies in simple, pixel-
by-pixel, multiplication: 

),(.),(),( yxGyxDyxD normresult = , (3) 
where Gnorm(x,y) is fitted Gaussian function and D(x,y) 
is estimated disparity image. This operation can be 

considered as a kind of filtering emphasizing the OD 
shape and decreasing the small changes in surroundings.  
 

a) b) 
Figure 8: a) Result of 2D Gaussian fitting; b) Estimated 
disparity from Figure 7b, displayed in 3D space 
 
Results and Conclusion 
 

It is not easy to evaluate the resulting disparity 
maps. Because our database has corresponding images 
from CSLO, we can present visual comparison with the 
topographic images. Figure 9 compares the disparity 
image (a) and topographic image obtained by CSLO (b). 
Each image has another resolution, but strong 
correlation in the shapes can be seen. Figure 10 shows 
the same content, but for another patient.  

It has to be emphasized, that in spite of the 
preprocessing and postprocessing operations, the result 
greatly depends on the quality of stereo images and on 
the cooperation between the patient and the physician. 
A more advance technique should be used to eliminate 
this dependence (phase-based or maximum flow 
techniques are promising).  
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Figure 9: Patient no.1: a) Resulted disparity image; 
b) Topographic image obtained by CSLO 
 

a) 

b) 

Figure 10: Patient no.2: a) Resulted disparity image;  
b) Topographic image obtained by CSLO 
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